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In the Spotlight: Biomedical Imaging

I. INTRODUCTION

HIS year we have seen efforts geared towards developing
T imaging and therapeutic techniques for minimal invasive-
ness and improved image quality and novel software tools for
image processing, analysis and storage. All of which designed
to facilitate the work flow of the radiologist, better model bi-
ological systems at the cellular level, and understand complex
metabolic and functional processes. Researchers in the field of
biomedical imaging continue to strive to accommodate the often
conflicting needs of patients, clinicians and health care costs. In
addition, we have seen in emergent imaging technology a con-
tinued shift from 2-D towards 3-D plus time (4-D) modalities
which require higher dimensional processing and visualization
demands.

While in future spotlight articles we will focus on more im-
mediate advances in imaging technology, it seems appropriate
that this first spotlight give a more general overview of tends
over a slightly broader period of time.

II. ADVANCES IN BIOLOGICAL IMAGING

During the last decade systems biology has matured into a
distinct field and imaging has been increasingly used to enable
the interplay of experimental and theoretical biology. Systems
biology [1] attempts to model the dynamics and structure of
complete biological systems. Imaging is increasingly used to
measure physical parameters such as concentration, tissue prop-
erties, and surface area and to glean temporal insight on biolog-
ical function. Molecular probes can also be employed to allow
for both therapeutic and diagnostic applications [2]. As the spa-
tial resolution and acquisition frequency of imaging techniques
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increase, using imaging to monitor substrate and protein dy-
namics in real time may be more readily achieved. Such data ac-
quired by imaging can provide the basis for mathematical mod-
eling of protein kinetics and biochemical signaling networks
[3]. Imaging can also be a suitable means to test computational
models already developed as well as validating empirical insight
on biological processes.

Major efforts are underway to apply systems biology
methods to oncology. Increasingly sophisticated and accessible
genomics, proteomics, and metabolomic high throughput ex-
periments provide a basis for new types of oncology research.
The number of published results based on gene expression mi-
croarray data alone has increased by a factor of 1700% over the
last decade. These advances in experimental systems biology
coupled with new analysis techniques and quantitative imaging
software tools are helping to generate a more complete picture
of much cancer related signaling pathways. The dream is to
discover preemptive techniques for specific patients at risk.

Molecular imaging enables the determination of both
temporal and spatial distributions of biological processes
throughout an intact living subject. With this approach, it
is possible to obtain more meaningful results than achieved
by comparable in vitro methods. With recent advances in
molecular imaging techniques, properly tagged molecules can
be visualized leading to insights on cell function, membrane
binding sites, and the effectiveness of particular therapies. In
parallel, taking a look on a higher scale on how the human
body functions, imaging technology to reveal anatomic and
functional information continues to flourish in terms of research
activity within basic science and engineering fields. For a more
in depth review of the role of imaging in systems biology please
see [4].

III. THE QUEST FOR LESS INVASIVE IMAGING

Technological advances in the biomedical imaging field have
been geared not only towards novel or improved clinical appli-
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cations, but also towards minimal invasive diagnosis and treat-
ment. Biomedical engineers strive to reduce the risk factors as-
sociated with each individual modality. Just one example is
the effort to decrease the use of gadolinium contrast in mag-
netic resonance imaging (MRI). Currently under development
are noncontrast enhanced angiography techniques, which rely
on human physiology and sophisticated acquisition protocols
instead of relying on high doses of gadolinium typically associ-
ated with magnetic resonance angiography (MRA). On the other
hand, it is not a rare case for a traditional application of one
modality to be replaced by a safer version of another. Positron
emission tomography (PET) imaging of brain physiology, for
instance, is giving way to a range of recent MRI techniques.
For example, arterial spin labeling (ASL), which is an MRI pro-
cedure that demonstrates alterations in brain perfusion, has the
potential to be implemented as a routine clinical protocol for di-
agnosing brain disorders [5].

IV. ULTRASOUND IMAGING

Real-time three- and four-dimensional (RT3-D, 4-D) tech-
nology has been rapidly developing into volumetric ultrasound
(US) imaging systems that provide physicians with new
dynamic quantitative information about whole organ (car-
diac) functionality. Researchers in [6] presented a volumetric
segmentation technique for left ventricle (LV) using multires-
olution, correlation-based optical flow and active appearance
model (AAM) frameworks, respectively. In addition to the
volumetric scanning, freehand US image segmentation and reg-
istration have been also subjects of study for many researchers
as an alternative approach for volume quantification.

Recent advances in the design and fabrication of medical ul-
trasound transducers have given impetus to develop new probes,
multifunctional catheter, and exploratory applications in image-
guided interventions [7]. US continues to be used in minimal
invasive procedures such as intravascular US (IVUS) due to
its real-time, reliable, safe and inexpensive attributes. Conse-
quently, several advanced techniques have emerged in areas of
IVUS elastography (IVE), tissue characterization, image fusion,
registration and segmentation [8]-[10]. It is worth mentioning
that US is being deployed as an effective imaging technology in
multimodal acquisition systems for screening and studying bi-
ological interactions drug delivery.

V. MAGNETIC RESONANCE IMAGING AND ITS APPLICATION

The ability to noninvasively image a vast array of soft tissues
and internal organs has long established magnetic resonance
imaging as one of the most widely utilized imaging modalities.
While current research spans a large range of topics, most aspire
to render body structure as well as to achieve images which
carry increasingly more quantitative information about organ
function, physiological performance and disease . For example,
in the past few years MRI has entered new domains previously
reserved for computed tomography (CT) and PET. MR guided
interventions of the breast are also being explored. Cartilage
imaging and quantification of its mechanical properties is
another active MR application in the treatment of bone disease
and injury [11], [12]. Techniques such as perfusion weighted
imaging (PWI), which is sensitive to perfusion changes in

tissues rich in blood vessels, and diffusion weighted imaging
(DWI), which detects the direction of water movement, are
finding new diagnostic applications in brain imaging as well
as treatment therapy in for stroke. In addition, researchers are
actively probing the possibility to utilize these techniques for
liver, prostate and pancreatic cancer detection [13].

Whereas traditional MRI has focused on imaging the protons
in the body, advances in magnet design have permitted the
imaging of a variety of different nuclei. This was previously
not feasible due to the weak and/or fast decaying signal of these
nuclei. The sodium nucleus, in particular, holds great promise
for clinical applications. Changes in sodium tissue concentra-
tion (TSC) have been linked to several pathologies including:
brain and skin tumors ischemia, osteoarthritic change and are
a good indicator of cellular proliferation [14]. Several factors
make imaging the sodium nucleus particularly challenging.
Sodium has gyromagnetic ratio that is approximately '/s that of
hydrogen and an abundance in the body that is almost 1/1000
of hydrogen’s. The combination of these two factors results
in a signal that is roughly 22000 smaller. Additionally, since
sodium has a spin of 3/2 as compared with hydrogen’s 1/2, its
transverse relaxation constant (T2) is significantly shorter and
exhibits a fast biexponential decay ranging from 0.5 ms to 3
ms. Not surprisingly, sodium images are typically characterized
by low signal-to-noise-ratio (SNR) and require multiple aver-
ages to obtain clinically useful information. There is therefore
an inherent tradeoff between image quality and the cost of
increasing scan time.

In order to avoid this tradeoff, a two pronged approach can be
seen in the literature. Some groups have focused on developing
faster acquisition protocols and sampling schemes, a popular
choice being hybrid radial sampling. Other groups have focused
on the reconstruction aspect of the imaging problem, attempting
to improve the obtained image using as few samples as possible.
Recent work in this area is encouraging and is likely to yield
exciting developments in the coming years.

VI. LONGITUDINAL-MULTIMODAL MODELING AND DATA
MINING

Longitudinal multimodal imaging can often enhance medical
decisions by fusing together different information sources of
pathological processes over time. Current research is devoted
to the combination of medical imaging techniques to provide
complementary information about the pathology of interest.
Innovations include hybrid nanoparticles that act as multiple
contrast agents as well as hybrid scanning configurations. In
parallel, researchers are developing technology that is able to
fuse, compare and evaluate longitudinal imaging studies from
different time points through segmentation, registration and
interactive visualization techniques [15]-[17]. State of the art
methods combine information from spatial anatomical struc-
tures and temporal dynamics as well as prior models to aid the
modeling process in question. Furthermore, the computation
of the modeling schemes is being executed on the graphics
processing unit (GPU) to achieve real-time performance for
large-scale and interactive processing. Technical advances in
multimodal imaging provide us with longitudinal multimodal
data sources that are often unexplored in their richness of
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information during the diagnostic decision process. To address
this problem researchers from various fields develop learning
schemes and intelligent frameworks using statistical models
and data mining schemes to provide assisted summarization,
fusion and inference of diagnostic information sources. Patient
specific and disease specific patient databases start to emerge
offering access and management to diagnostic information to
aid and improve patient care. [18]-[21]

VII. COMPUTER AIDED DIAGNOSIS, PACS, AND IMAGE
DATABASES—THE NEED FOR SPECIFICITY

Computer-aided diagnosis (CAD) provides a second opinion
to the radiologist [22]-[25] and often finds application in the
identification of suspicious abnormal lesions. Recent work is de-
voted to models for the detection and characterization of poten-
tial abnormalities in lung cancer, chest, breast, colon and brain.
Commercial systems are starting to translate into clinical prac-
tice as well as academic developments. The picture archiving
and communication system (PACS) is not only used for image
archiving, but also to provide automatic image processing, in-
tegrated enterprise workflow and the ability to seamlessly share
images among individuals and across reading centers. Further-
more, PACS also provides the ability to digitally enhance im-
ages, supporting more detailed and sharper images allowing ra-
diologists to improve their diagnostic capabilities. The integra-
tion of CAD and PACS will take on an important role in the rou-
tine clinical workflow environment. Future trends involve the
integration between PACS and CAD through increased automa-
tion and integration of voice control for minimal expert inter-
vention. Large image data as outlined in the previous section,
heterogeneous data domains and constantly changing knowl-
edge domains are challenges besides the need for high sensi-
tivity and specificity of CAD algorithms.

VIII. SUMMARY

We have reviewed some of the more recent advances and
trends in the area of biomedical imaging but it is certainly not
complete. The accelerating pace of technological advances
in the field of biological and medical imaging remains high,
revealing more information about organs as well as function,
place’s more demands on the performance of existing algo-
rithms and new systems. Real-time multimodality imaging and
image-guided interventions are the other fast growing areas
of interdisciplinary research and development. Despite these
wonderful advances, mainstream topics such as segmentation,
registration and spatial-temporal integration still remain open
and require will breakthroughs to improve reliability and au-
tomation.

Microelectromechanical systems (MEMS) employed by the
medical device industry, appear to be destined for a flourishing
biomedical imaging future. The amount of available informa-
tion coming from heterogeneous data sources to describe an in-
dividual patient continues to increase and will be a major con-
cern in workflow in clinical practice. In the future, help may
come from CAD systems that integrate PACS to facilitate ac-
cess to images, medical reports, and laboratory values. Coupled
with intelligent data mining schemes this new era of diagnostic
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computing has the potential to improve diagnostic imaging and
patient care. New challenges remain to build computer-aided
systems that perform with high sensitivity and specificity in
large-scale heterogeneous multimodal data domains.
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