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Maximum Likelihood Estimation of Shear Wave
Speed in Transient Elastography
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Abstract—Ultrasonic transient elastography (TE), enables to as-
sess, under active mechanical constraints, the elasticity of the liver,
which correlates with hepatic fibrosis stages. This technique is rou-
tinely used in clinical practice to assess noninvasively liver stiff-
ness. The Fibroscan system used in this work generates a shear
wave via an impulse stress applied on the surface of the skin and
records a temporal series of radio-frequency (RF) lines using a
single-element ultrasound probe. A shear wave propagation map
(SWPM) is generated as a 2-D map of the displacements along
depth and time, derived from the correlations of the sequential 1-D
RF lines, assuming that the direction of propagation (DOP) of the
shear wave coincides with the ultrasound beam axis (UBA). Under
the assumption of pure elastic tissue, elasticity is proportional to
the shear wave speed. This paper introduces a novel approach to
the processing of the SWPM, deriving the maximum likelihood es-
timate of the shear wave speed when comparing the observed dis-
placements and the estimates provided by the Green’s functions.
A simple parametric model is used to interface Green’s theoret-
ical values of noisy measures provided by the SWPM, taking into
account depth-varying attenuation and time-delay. The proposed
method was evaluated on numerical simulations using a finite ele-
ment method simulator and on physical phantoms. Evaluation on
this test database reported very high agreements of shear wave
speed measures when DOP and UBA coincide.

Index Terms—Elasticity, Green’s function, likelihood function,
liver, shear wave, transient elastography, ultrasound.

I. INTRODUCTION

O VER the last two decades, several shear-wave based elas-
tography approaches have been investigated to measure

the mechanical properties of biological soft tissues [1]–[7]. A
review of ultrasound elastography techniques can be found in
[8] that includes short descriptions of the different techniques
of acquisition currently available along with recommendations
on their clinical use. Elastography is particularly useful to assist
the diagnosis of liver fibrosis based on the assumption that the
stage of fibrosis is directly related to the measured elasticity [9],
[10].
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Elasticity is defined by the Young’s modulus and is related,
under linear elastic assumptions, to the shear wave speed in-
side the liver through the relation where denotes
the mass density of the tissue [11]. Since most biological tis-
sues are essentially composed of water, may be taken equal to
1000 kg/m .
In transient elastography (TE), a mild excitation is caused

by a piston which produces two elastic waves in the tissue: a
compression wave and a shear wave. The compression wave
travels too fast to be tracked with ultrasound, while the shear
speed is slow enough to be deduced from the RF line record-
ings. A general review on transient elastography applied to the
detection of hepatic fibrosis can be found in [12]. The Fibroscan
(Echosens, Paris, France) system used in this work is based on
this technique [1]. The piston is excited with a short pulse, typ-
ically designed as a single period of a sine wave, whose fre-
quency ranges between 50 and 1000 Hz. This short pulse in-
duces a stress constraint at the surface of the tissue. The shear
wave speed is estimated through the evaluation of displace-
ments of RF lines within the liver. A common way to access
the displacement field is to use ultrasonic scanning and measure
correlations between successive RF lines observed along a fixed
ultrasound beam axis (UBA) using a single element ultrasonic
probe. The resultant parametric image is called a shear wave
propagation map (SWPM). Such approach usually assumes that
the UBA coincides with the direction of propagation (DOP) of
the shear-wave.
Two categories of methods are used to calculate the shear

wave speed from RF lines recorded within a homogeneous
medium, based on the inversion of the shear wave propaga-
tion equation or based on the calculation of the time of flight
(TOF). The first strategy is often applied in magnetic resonance
elastography (MRE) [13][14] but is not suited for ultrasound
elastography. Indeed, this method relies either on second order
derivatives which are particularly delicate to estimate in the case
of low signal to noise ratio as can be encountered in ultrasound
or on the knowledge of 3-D displacements components which
are not available with TE. TOF techniques are most commonly
employed in ultrasound elastography as in acoustic radiation
force impulse (ARFI) [5] where an ultrasound radiation force
is generated in tissues using a conventional ultrasound probe,
and a TOF algorithm (e.g., Lateral Time to Peak algorithm in
[15]) is used to calculate the shear wave speed from the tracked
displacements. Supersonic shear imaging (SSI) [4] and the
Fibroscan also use a TOF algorithm to estimate the shear wave
speed by computing the slope of the peak displacement values
observed on the SWPM. The TOF approach is model-free and
does not take into account the physics of propagation such as
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the diffraction patterns and the coupling between the shear and
compression waves that can lead to complex SWPM patterns.
Numerical simulations using finite element models (FEM)

are popular tools to study the interactions between a traveling
wave and the medium of propagation. In the context of elastog-
raphy acquisitions, numerical simulations were used by Palmeri
et al. [16] to study the propagation of waves induced by the
ARFI method, by Chen et al. [17] to study the shear waves in-
duced by MRE on a simple geometrical model and by Bastard
et al. [18] to solve the wave equation applied in transient elas-
tography via a pseudo-spectral finite difference method. These
numerical simulations provide extremely rich insights on the
behavior of a given elastography setup but remain limited re-
garding the number of degrees of freedom that can be used to
model the environment (i.e., geometry of the interface, charac-
teristics of the stress source, heterogeneities within the medium,
etc.) while preserving reasonable computation times.

II. METHOD

A. Transient Elastography System Setup and Computations

TE Setup: The TE system being studied uses a circular piston
that impacts the surface of a homogeneous object (regarded
as a semi-infinite medium), and induces, in addition to a pres-
sure wave, a shear wave that propagates longitudinally along its
DOP. The frequency and wavelength of the shear wave, denoted
and , depend on the stress constraint applied on the piston.

In this work, we denote by this stress constraint, and model
it as a sinusoid with frequency . When used in vivo, this setup
assumes that the dimension of the screened organ is larger than
. In the liver, the elasticity is in the range [1–75] kPa [1],

corresponding to a shear-wave speed in the range [0.6–5]
m/s. Hence, using the relation and assuming, as a
rough approximation, that for the TE setup, if we apply
constraints with frequencies of {50, 100, 150} Hz, the wave-
length falls in the ranges {[1.2–10], [0.6–5], [0.4–3.3]} cm.
The dimension of an average adult liver being (28 16 8) cm,
the shear wave wavelength therefore remains smaller than the
long dimension of the liver, which is aligned with the UBA.
Generation of SWPMs: The TE system measures along the

UBA the displacements of the points within the medium, via
classical spatio-temporal correlation of RF lines, composing
what we call the shear-wave parametric map (SWPM), il-
lustrated in Fig. 3. This TE setup assumes that the UBA is
aligned with the DOP and corresponds to the configuration
used in [19]. We have shown in [20] that this TE setup can be
simulated numerically with high accuracy for detailed analysis
of the shear wave propagation phenomenons and replication of
SWPM artefacts such as rebounds.
Estimates of on SWPM: To estimate the shear wave speed
, the standard time of flight (TOF) approach computes the

slope of the peak displacements on the SWPM. Unfortunately,
this approach is not robust to physical artefacts that can be ob-
served on SWPMs such as rebounds or to physics effects such
as diffraction and coupling of the pressure and the shear waves
[19].
Proposed Computational Pipeline With ML Estimators: In

this work, we propose a new computational pipeline to derive

Fig. 1. Computational and validation pipelines of the proposed ML estimator
of the shear wave speed inside a homogeneous medium based on Green’s
functions, FEM simulations and RF TE recordings on phantom objects. Input
of the ML estimator are the properties of the hitting cylindrical piston (radius
and displacement profile ) and the resulting displacements induced by
the shear wave inside the medium. Distinct processing pipelines are proposed
depending on the geometry of the medium: infinite (purely theoretical configu-
ration) or semi-infinite (experimental configuration).

from the SWPM measures, which was partially introduced
in [21] and is outlined in Fig. 1. The input variables, encoding
the TE setup are the sinusoidal stress constraint (with fre-
quency ) that controls the cylindrical piston, and the radius
of the piston. The piston is assumed to act normally on the planar
medium interface. The measures recorded by the TE system are
the longitudinal displacement components (along the UBA)
of the displacement vectors generated by the
shear wave propagating in the medium. These measures are
recorded in the SWPM which displays as a function of depth
(along the UBA axis denoted ) and time . The output of the
computational pipeline is the ML estimate (either or )
in Fig. 1) of the shear wave speed , which characterizes the
elasticity of the medium.
The proposed computational pipeline exploits an original

maximum likelihood (ML) criterion (blue box in Fig. 1),
modeling the SWPM measures as noisy random variables.
Computation of the ML estimate requires two steps: first,
analytical displacement values are computed using the Green’s
functions; then, a ML criterion is maximized to optimize the
match between the measured and the analytical displacement
values. The proposed approach takes advantage of our knowl-
edge of the analytical expression of the Green’s functions that
were derived by Sandrin et al. [19] for the TE setup being
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studied. These Green’s functions provide an explicit relation-
ship between the stress applied by the circular piston on
the medium and the displacement field observed within this
medium, under some specific boundary conditions that must be
specified on the limits of the medium. As will be discussed later
on, the Green’s functions derived in [19] are exact for an infinite
medium but not for a semi-infinite medium. For this reason we
propose to exploit numerical simulations (cf. next paragraph
and the pink boxes in Fig. 1) to learn three corrections factors
required in the computational pipeline: auxiliary variables
and in the ML estimator and a correction function for
(orange box in Fig. 1).
FEM Simulations as a Numerical Laboratory: A FEM sim-

ulation tool was used as a numerical laboratory to design the
proposed computational pipeline. In particular, it was used to
test the adequacy and robustness of the analytical displacement
values derived from the Green’s functions. A large amount of
synthetic observations was generated by propagating a shear
wave in an infinite or semi-infinite medium, corresponding re-
spectively to a purely theoretical and an experimental configu-
ration such as within a cylindrical phantom. This rich set of syn-
thetic data was used for the following tasks. 1) It lead us to in-
troduce two auxiliary variables in the ML estimator (blue box in
Fig. 1): a multiplicative depth-varying attenuation factor
and a time delay . Both variables are configuration-dependent
and must be estimated along with when optimizing the ML
criterion. 2) It enabled us to test and document the variability of
these auxiliary variables with respect to the experimental con-
figurations (e.g., infinite versus finite medium). 3) It served as
our ground truth to validate the formulation of the ML criterion.
4) It revealed that in a semi-infinite medium, an additional ad-
justment needed to be made to correctly estimate from .
A correction function, denoted (orange box in Fig. 1) was
therefore introduced in the pipeline and learned on a database
of simulated SWPMs.
Validation: The accuracy of the proposed ML estimator was

evaluated on RF lines acquired on three homogeneous phantom
objects with known physical properties and one heterogeneous
phantom containing spherical objects of different elasticity.
To summarize, we derive in this section a ML estimator to

infer the shear wave speed from displacements observed
inside a medium with an ultrasonic TE system. The proposed
ML estimator requires some modeling of the displacement
measures, viewed as corrupted observations of the true dis-
placements and the use of analytical predictions
of the displacement values computed with simplified Green’s
functions previously derived for the corresponding experi-
mental conditions. We now detail each components of this
computational pipeline.

B. Analytical Predictions of Displacements From the Green’s
Functions

To introduce the Green’s functions, we model the medium as
elastic and infinite, and associate a Cartesian coordinate system

. The medium contains no body force and a traction
(stress) , expressed in Pascal (N/m ) is applied on the plane

, along the direction , by a circular piston of ra-
dius and circular section centered at the origin of the co-
ordinate system. It follows (see [22, (5)]) that the displacement
field created within the medium at the position
and at the time writes

(1)

where are indexes which
refer to the coordinate system, is the -entry of
the elastic modulus tensor, is the th component of

is the dyadic elastodynamic Green’s function,
and . Summations on are
assumed in (1).
For a homogeneous, isotropic and infinite solid, elastic prop-

agation is governed by the fundamental equation of Navier. In
this case, the dyadic Green’s functions have been developed suc-
cessively by Love in 1944 [23], Achenbach in 1973 [24] and
Aki and Richard in 1980 [25]. They are recalled in [22, (2)].
These Green’s functions are the sum of three terms: a term
associated with the compression wave, a term associated with
the shear wave and a third one being a coupling term. In soft
medium, as in the liver, the speed of propagation of the compres-
sion wave ( m/s) is approximately 1000 times higher
than the speed of propagation of the shear wave. The compres-
sion wave speed is therefore too fast to be measurable by an
ultrasound probe, leading to the commonly-used approximation
in ultrasonic elastography that sets to zero the compression term
while preserving the shear and coupling terms. As an alterna-
tive the curl-operator has been proposed in [26] to separate the
components induced by the compression and the shear waves
on displacement fields recorded with MRE. For TE setups, the
use of dyadic Green’s functions to infer and decompose the gen-
erated displacement fields while assuming a zero compression
term was derived theoretically for an infinite medium, and later
extended to a semi-infinite medium in [22].
In the following, we consider that the traction is uniformly

distributed on the circular section of the piston located in
the plane and is given by

(2)

where is the indicator function, and a time dependent
traction expressed in Pascal.
Unfortunately, the integral formula in (1) gives only an

implicit expression of the displacements as the compo-
nents appear in the right hand side. Therefore, computation of
the integral requires complex numerical schemes. In [22] the
authors proposed to neglect the implicit terms in the integral,
by assuming that the traction only generates bulk waves and no
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Fig. 2. FEM axi-symmetric geometries. G : piston positioned at the center of
the medium. G : piston positioned at the surface of the medium.

surface wave. Based on this approximation, the mathematical
expression of the displacements induced in a semi-infinite
medium, along the DOP, after stimulation at its interface by an
impulse applied with a circular piston of radius , was derived
by Sandrin et al. [19], matching the experimental conditions
used by the TE system. The closed form expression writes

(3)

where the integral upper-limit is given by

(4)

For a purely elastic medium (analogous to a spring), the rela-
tion between the displacement of the piston and the stress

induced in the medium is linear, enabling to generate ac-
curate numerical simulations when modeling the constraint as
a displacement of the piston (cf. Fig. 2). We notice that the ex-
pression in (3) only allows to compute the induced displacement
field for points along the axis. For points within the
medium but away from the axis, no analytical closed form
expressions are known but numerical integrations are always
possible, at a much higher computational cost.

C. FEM Simulation of the Shear Wave Propagation

Following our preliminary work in [20] we propose to use
a FEM simulation tool (COMSOL Multiphysics, COMSOL,
Stockholm, Sweden), capable of propagating a mechanical
wave in a homogeneous or heterogeneous and elastic or
visco-elastic medium. To design our computational pipeline,
transient elastography experiments are simulated for a purely
elastic medium and a simple geometry using an axisymmetric

Fig. 3. Comparison of SWPMs for the G geometry, m/s,
Hz, and cm. (left) SWPM of FEM-based . (right)

SWPM of Green’s-based .

cylinder. Since the analytical displacements formulated in (3)
for a semi infinite medium screened with the TE system were
initially derived for an infinite medium, we study two different
geometries, as illustrated in Fig. 2.

: the constraint is applied inside the medium, with the
stress source positioned in the middle of the longitudinal axis of
the cylinder. The cylinder dimensions are set to: 300 mm high
and 200 mm wide. It does not represent a realistic experimental
set up but enables to simulate an infinite medium by preventing
rebounds of the wave at the surfaces of the cylinder and creation
of surface waves over the short simulation time.
G : the piston hits the cylinder object on its upper surface.

The cylinder dimensions were set to: 150 mm high and 200 mm
wide.
For both geometries, the origin of the axis is placed at the

position of the stress source, and we only illustrate SWPMs for
for the G geometry.

1) Parameterization of the Simulations: Numerical simula-
tions focus on replicating scanning situations encountered with
the use of the Fibroscan TE system for liver screening.We there-
fore work with the following ranges of values for the simulation
parameters.
• Geometry: G or G .
• Condition on the borders of the domain: free deformations.
• Pulse frequency: Hz, (usable frequen-
cies with the Fibroscan TE probes in research mode).

• Piston radius: mm, (corresponding to
existing Fibroscan TE probes).

• Medium characteristics: m/s by increment of
0.1 m/s, corresponding to elasticity values from 3 to 75 kPa
as encountered in the liver, and a Poisson ratio ,
which corresponds to an incompressible medium.

Using all possible combinations of these parameters leads to a
total of 369 simulations per geometry. In all simulations, the
UBA is assumed to coincide with the DOP and the piston mo-
tion is defined as a single period sinusoid apodized with a
Gaussian kernel. The maximum size of the finite element trian-
gular mesh is set to , where represents the shear wave
wavelength. This mesh size is required to guarantee numerical
stability of the solver. Such parameterization is consistent with
the work of Roth et al. [27]. Finally, the tolerance level used to
assess convergence is set to 0.01 m. The COMSOL FEM soft-
ware tool does not allow to use absorbing borders [also called
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Fig. 4. Left side: Comparison of displacements from (solid line)
and (dashed line) with parameters: G geometry, Hz
and cm. Right side: time shift at depth 0 mm versus shear wave
speed for the same stimulation configuration. Markers correspond to
measured values and the solid line represents the fit 3.04/ .

perfect match layer (PML)] when running temporal simulations.
Therefore we have to rely on the use of a domain large enough to
avoid rebounds in the time window of the observations. Using
the cylinder dimensions reported in Fig. 2, we confirm in Fig. 3
that for m/s we do not see any rebound. On the other
hand, in Fig. 6, when m/s (highest value), some rebounds
are visible but do not interfere with the signal of interest.
For a given set of parameters , and G or G

geometry we generate:
— which denotes the displacement values
at the output of the FEM simulation;

— which denotes the analytical displace-
ment values from (3) derived from Green’s analysis.

2) Comparison of FEM and Green’s Displacements: The
SWPMs of the displacements and
are reported in Fig. 3 as a function of time (between 0 and 60
ms) and depth (between 20 and 80 mm) for the following pa-
rameters: G geometry, mm, Hz, and

m/s. The amplitude is encoded in color using a loga-
rithmic scale. On both images, the blue area at the onset of the
displacements corresponds to the coupling effect between the
shear and compression waves.
Visually, the two SWPMs seem to match perfectly, but nu-

merical comparison of individual profiles along time at a given
depth, as illustrated in Fig. 4 at depth 0 mm, reveal a systematic
offset of the temporal onsets of the displacements when
compared to . The response from the solver is systematically
ahead in time when compared to the response provided by the
Green’s analytical functions, using either the G or G ge-
ometries.
In our series of simulations, we observed that, for a given

set of values ( ), the time shift varies with but
remains almost constant as a function of depth. As an illustra-
tion, we plot on the left curves of the Fig. 4 the displacements

and for simulations with the G ge-
ometry, Hz and mm. We can see that the
“true” displacement values are in advance with
respect to the analytical values derived from the
Green’s analysis, by a time shift . As seen on the right displays
of Fig. 4, the observed values of this time shift can be accurately
fitted by the regression function 3.04/ where is expressed
in m/s and in ms. We observed that the time shift also varies
with and . Overall, the series of simulations showed that
no simple parametric model between all these parameters can be

learned to efficiently predict the value of , given a particular
set of configuration values ( ) and . We therefore in-
clude as an auxiliary variable in the expression of to be
used in the ML criterion, and estimate its value along with .

D. Maximum Likelihood Estimator of

1) Formulation: We can record, with the TE system or via
simulations, observations of the displacements inside
a medium under the considered TE experimentation protocol,
sampled in space along the UBA and in time . These ob-
served displacements can be compared to their corresponding
Green’s analytical predictions provided by (3). To set up such
comparison, we model the discrepancy between the observed
displacements and the model given by (3) as a Gaussian
random sequence. We include in the model the following com-
ponents that were found sufficient to explain the discrepancies.
• A depth-dependent multiplicative attenuation factor .
This factor takes into account the unknown depth-depen-
dent and medium-dependent attenuation of the RF signals
acquired by the TE system.

• An additive Gaussian random noise term with
zero-mean and a constant unknown variance. This term
takes into account the measurement noise.

• A time shift known to exist between the simplified
Green’s functions used in this work and the real displace-
ments (cf. Section II-C2).

We then write

(5)

where, for a medium with shear wave speed and for a given
, using (3).

and denote respectively the time period and the depth period
and indexes and go respectively from 1 to and from 1 to
.
We denote by the parameters of interest to

estimate from the observations , using the model in (5). Under
Gaussian assumption, the maximum likelihood (ML) approach
leads to a ML estimate that minimizes the following criterion:

(6)

Minimization with respect to is performed by canceling ana-
lytically its partial derivative. Minimization with respect to
and yields to the following ML criterion (see Appendix for
computational details)

(7)

The ML estimates , correspond to the position where the
function reaches its global maximum.
2) Implementation: No analytical expression can be derived

for the maximization of the ML criterion in (7) and we therefore
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Fig. 5. Relation between and using FEM simulations on two geometries:
(left) G , (right) G , and nine constraint setups with varying values of
= piston radius and central frequency of the piston constraint . The
lower right plot is a zoom from for the upper right plot.

rely on an exhaustive search on a fine grid of values . To
optimize computation time, an initial search can be performed
on a coarse grid of values, further refined on a finer grid around
the values returning the maximum of the ML criterion on the
coarse grid.
For a heterogeneous medium (e.g., a phantom with hard/soft

inclusions), the ML estimations must be performed within lo-
calized spatial windows, which size and overlap must be set to
optimize the tradeoff between computation time and spatial res-
olution of the shear wave speed estimation. Such implementa-
tion of the ML estimator will be illustrated in Section III.

E. Regression Adjustment of for Semi-Infinite Mediums

The use of auxiliary variables and the proposed ML criterion
lead to perfect agreements between the corrected Green’s ana-
lytical predictions and the FEM-simulated displacement values
in an infinite medium, as illustrated in Fig. 5, but not in a semi-
infinite one. Indeed, the simplified analytical expression of the
Green’s functions for a semi-infinite medium was derived by
multiplying by a factor two the Green’s functions defined for
an infinite medium. This solution, proposed in [22], assumes
baffled conditions for the transducer [28], [29], and is based on
the so-called image method [30] (or method of mirror images)
which is a mathematical tool used to solve differential equa-
tions, in which the domain of the sought function is extended
by the addition of its mirror image with respect to a symmetry
hyperplane. With such a simple model, surface phenomena are
not taken into account by the G geometry Green’s functions,
while surface and compression waves influence the shear wave
propagation, which is correctly reproduced by the FEM simula-
tions.

We propose to learn on FEM simulations generated in semi-
infinite mediums the relation between and the ground-truth
value via the definition of a polynomial function so that:

.
1) FEM-Based Comparison of Versus : Our compar-

ison pipeline, illustrated in Fig. 6, uses the following computa-
tional steps.
1) FEM simulation of displacements using .
2) ML estimation of on .
3) Inference of the correction function .
4) Green’s simulations of displacements using and

.
Out of this pipeline, we compare the following values: versus
versus and versus using .
In the example illustrated in Fig. 6, the FEM simulator is used

using the G geometry, m/s, mm, and
Hz. On the top left the FEM-simulated SWPM is displayed,

encoding the amplitude of the axial displacements in colors,
as a function of time in ms and depth in mm. On the top right,
the parametric map of the ML criterion from (7) with respect
to the pair of parameters is displayed. It is evaluated
on a grid of values in the range [0–5.5] m/s for and

ms for and using steps of (0.1 m/s, s)
for the coarse estimations and (0.01 m/s, s) for the
refined estimations, where PRF is the pulse repetition frequency
(in Hertz) used by the TE system. In the illustrated experiment,
the maximum of the ML criterion was reached at
m/s.
Plots of versus for the series of 369 simulations

generated with nine different configurations (cf. Section II-C1)
are provided in Fig. 5 and confirm that the MLE provides
perfect estimates of with the proposed measurement model
in an infinite medium (correlation measures above 0.99 and
relative errors below 1%). In a semi-infinite medium, there are
discrepancies between and which vary with the tested
configuration and increase with . The zoom in Fig. 5, sug-
gests that a quadratic correction of might suffice but requires
different coefficients for different constraint configurations.
The proposed correction function for a semi-infinite medium is
written as

(8)

We learn the coefficients for each of the configura-
tions simulated with the G geometry by minimizing the root
mean square error over all values. The coefficients learned
on six of the nine configurations tested in Fig. 5, using only ra-
dius values available on the commercialized Fibroscan TE
probes, are reported in Table I. Using the correction function, we
obtained a coefficient of correlation between and
superior to 0.99 and relative errors that remained below 10%. In
the example of Fig. 6, the corrected value of the estimated shear
wave speed ended up to be m/s. On the bottom
left of this figure we illustrate the analytical SWPM of using

and .
To conclude this part, we therefore propose to adjust the ML

estimates as follows: no correction for the G geometry,
a quadratic correction for the G geometry with coefficients
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TABLE I
COEFFICIENTS OF THE CORRECTION FUNCTION IN (8) LEARNED
FOR SIX CONFIGURATIONS VIA FEM SIMULATIONS

ON A SEMI-INFINITE MEDIUM

TABLE II
AVERAGE MEASURES ( STANDARD DEVIATION) OF ESTIMATES ON
THE HOMOGENEOUS PHANTOMS AS PROVIDED BY CIRS ( CIRS) AND
ESTIMATED AT TWO DEPTH RANGES WITH THE FRIBROSCAN TE SYSTEM

USING TOF ( TOF) AND THE PROPOSED ML ESTIMATION METHOD

Fig. 6. ML estimation of on a FEM SWPM from a G geometry with
m/s, Hz and mm. (upper left) SWPM of the FEM-

based generated with m/s. (upper right) ML criterion map from (7)
leading to the estimate m/s. (lower left) SWPM of Green’s-based

generated using m/s. The same colormap as in Fig. 3 is used
for the SWPMs.

that depend on the configuration and learned with the FEM sim-
ulation tool.

III. EXPERIMENTS

A. Validation of ML Estimates on FEM Simulations

To validate our proposed ML estimation framework, we first
compared the shear wave speed used in FEM simulations
(the ground-truth value) for the G and G geometries to
the value estimated with the ML criterion and post-cor-
rection, applied on the simulated SWPM. We computed error
values and generated Bland–Altman plots on the database of
the 369 FEM-simulated SWPMs used for the development of
the method (cf. Section II-C1).

B. Validation of ML Estimates on RF Acquisitions From
Physical Phantoms

We performed RF line acquisitions using the TE system on
four phantoms. The phantoms were manufactured by CIRS In-
corporated (Norfolk, VA, USA) who provides average values
along with standard deviation, from tests performed in static
mode and on small samples of the manufactured objects. Three
were homogenous phantoms with different values reported
in Table II and the fourth was a heterogeneous phantom (CIRS,
Model 049) that contains four sphere objects of 20mmdiameter,
positioned at an approximate depth of 35 mm, and having dif-
ferent stiffness values which are reported in Fig. 8. The homo-
geneous phantoms each had a dimension of 18 18 9.5 cm,
filled with a homogeneous and isotropic gel [31]. The heteroge-
neous phantom (model 049) had a dimension of 18 12 9.5
cm. The range of values for the different objects was com-
patible with the elastographic measurement capabilities of the
Fibroscan TE system. For these phantom acquisitions, the Fi-
broscan TE probe was operated at a frequency MHz,
a bandwidth of 2.5–4.5 MHz and with a focus set at 35 mm.
The probe was operated in a dedicated phantom mode to ensure
that the force of the pre-constraint at the surface of the phantom
remained smaller than 1N. The probe was mounted on a me-
chanical scanning system and positioned directly on the surface
of the phantom, using a water-based ultrasound gel to ensure
acoustic coupling.
For the homogeneous phantoms, ten series of RF lines were

acquired for two different ranges of depth: 1) RF acquisition
between 5 and 65 mm (analysis performed on the SWPMs at
depth 10–50 mm); 2) RF acquisition between 20 and 80 mm
(analysis performed on the SWPMs at depth 25–65 mm). RF
lines were acquired with a PRF of 6 kHz and a duration of 80ms.
The probe was positioned at the center of the phantom surface.
For the heterogeneous phantom, positions of the sphere ob-

jects were not precisely known [32] and these spheres appear
iso-echoic with respect to the background in B-mode images.
The whole surface of the phantom was therefore scanned by
translating the probe with themechanical scanning system using
a 1 mm incremental step along the and axis of the surface,
as illustrated in Fig. 8. At each position a series of RF acquisi-
tions was made between 15 and 55 mm in depth, with a PRF of
6 kHz and a duration of 80 ms.

C. Green’s and FEM Versus RF SWPMS on Homogeneous
Phantoms

Using the ML estimates ), obtained on the three ho-
mogeneous phantoms, we generated analytical SWPMs using
(3) to verify the agreement between the Green’s predictions and
the Fibroscan TE measures of displacements using TOF.
We also generated FEM-simulated SWPMs using the 3-D ge-

ometry of the CIRS homogeneous phantoms. Because of the
cubical shape of the phantoms, we had to run the simulations
on 3-D regions, without relying on axial-symmetry. We used
a freely deforming top surface but fixed rigid bottom and side
border conditions to replicate the phantom properties and TE
recording conditions. We ran two sets of simulations, using the
CIRS values and the ML values.
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Fig. 7. Bland–Altman plots of versus from FEM simulations on two
different geometries: (top) G , (bottom) G .

IV. RESULTS AND DISCUSSION

Regarding the computation times, generation of the SWPM
from a series of 482 RF lines acquired over 80 ms with a PRF of
6 kHz requires . Estimation of requires 0.05 s (for a pre-
cision of 0.03 m/s) using the TOF technique, and 3.5 s (resp. 5 s)
foraprecisionof0.03 (resp.0.01)m/susing theMLestimatorona
coarse (resp.fine)gridformaximizationof theMLcriterion.

A. Validation of ML Estimates on FEM Simulations

We report on the comparison of estimates versus
ground-truth values on the 369 FEM simulations with the
G or G geometries using a Bland–Altman analysis in
Fig. 7. These plots reveal that errors are equally distributed
above and below zero and that there is a slight bias leading to
larger errors for larger values. In the G geometry, as
used by the TE system, the configuration with Hz
seems to generate more outliers (i.e., larger errors).
The absolute errors have the following mean and stan-

dard deviation values.
• G : m/s and m/s.
• G : m/s and m/s.

B. Validation of ML Estimates on RF Acquisitions From
Physical Phantoms

1) Results on the Homogeneous Phantoms: Three values of
the shear wave speed of the three homogeneous phantoms, re-
ported in Table II, are compared: the average measures provided
by the CIRS manufacturer (along with their standard deviation),
the values estimatedwith ourMLestimator, and the values
obtained with the Fibroscan TE system using the TOF commer-
cial algorithm (for the last two measures, average and standard
deviationsare reportedfrommeasuresmadeonthe10seriesofRF
acquisitions). Estimations with the Fibroscan TE system and the
MLestimatorwererepeatedat twodifferentdepth ranges.
Wecanobserve that theTOFshearwave speedvalues aremore

variable over a series of measures (higher standard deviations)
and vary more with respect to depth range selection than theML
estimates, especially forhigher shearwavespeedvalues.Overall,
the experimental values are all in good agreements with CIRS
reference values and the ML estimator systematically returned
smaller values. It is important tonote that the valueprovided
by theCIRSmanufacturer isnot aphysical ground-truth since it is
based on an interpolation chart that CIRS learned internally from
a limited set of experiments. Several recent publications have ob-
served discrepancies of measures similar to ours using various
methods of measurement. For example in [33] the values cor-
responding to the reportedYoungModulus values (using the
equality ) for two CIRS phantoms with
(resp. 2.9) m/s had a discrepancy with respect to the tested 1-D
TE system of 3.5 (resp. 0.11) m/s. In comparison, for our CIRS
phantoms with (resp. 2.92) m/s we have a maximal
discrepancyof0.28 (resp.0.44)m/swithourMLmethodand1.25
(resp. 0.12) m/s with the Fibroscan TOF method. Therefore the
discrepancies in our measures are in agreement with the ones re-
ported in [33]. Overall, some inherent heterogeneity in the mea-
suresof canbeexpecteddue to thevariable resolutionof theRF
signal along depth and due to the nonperfect homogeneity of the
phantom.
2) Results on the Heterogeneous Phantom: In a heteroge-

neous medium, shear wave speed must be estimated locally and
a TE system using TOF cannot be used to measure in such
condition. Regarding the ML approach, we adapted the compu-
tational framework to return a 2-D parametric image of local-
ized values as follows: ML estimations were run for each
series of RF lines acquired at a given position along the and
axis of the phantom surface (cf. Fig. 8). Instead of using the

whole SWPM,ML estimations were run inside 1-D overlapping
and sliding depth intervals. The length of these intervals was set
empirically to 20 mm which corresponds to the smallest size re-
turning accurate estimates, with an overlap of 99% (i.e., sliding
the intervals by 0.2 mm).
This experimental and computational setup generated a para-

metric map of values within the phantom object, dis-
played in Fig. 8, with a spatial precision of 1mm in and
and 0.2 mm in depth . We can detect three of the four spheres
in the parametric map. The sphere with close to the back-
ground value is nor easily discernible because of the small dif-
ference between the inside and outside values. Four spher-
ical regions were manually defined so as to optimize the homo-
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Fig. 8. Heterogeneous CIRS phantom with four spheres. (top) Schematic
showing the sphere objects and the probe positioning. Average values (
m/s) provided by CIRS are reported below each sphere and in the background.
(bottom) Parametric map of the ML shear wave speed estimates . The
red dashed circles represent the estimated position of the four spheres.

Fig. 9. Boxplots of ML estimates for the heterogeneous CIRS phantom,
inside the background (label 0) and inside each spherical object (labels 1,2,3,4),
identified on the parametric map of .

geneity of inside each of them. The contours of the four
regions are displayed as red dash circles in Fig. 8 on the slice
along that includes the centers of the four spheres. Boxplots of
the ML estimates in the background (label 0) and inside
the four spheres (labels 1–4) are provided in Fig. 9, with median
values, 25th and 75th percentiles, whiskers on bounding values
of nonoutliers, and outliers values. We can see that the back-
ground returned a rather large range of values while each
individual sphere returned rather homogeneous ML estimates.
We further compared our estimates to the values reported

by three studies which used the same CIRS phantom model:

Fig. 10. Mean and standard deviation of for the CIRS heterogeneous
phantom, compared to values reported in three papers and by the manufac-
turer. Labels correspond to: the background (0) and inside each spherical object
(1,2,3,4), identified on the parametric map of . Absolute (top) and relative
(bottom) values are reported, after normalization with respect to the background
measure.

the study in [32] which used magnetic resonance elastography
(MRE) and the studies in [34], [35] which used ultrasound elas-
tography (US-E). Results of this comparison, summarized in
Fig. 10, confirm that shear wave speed estimates agree rather
well between studies and could differ quite significantly from
the values provided by the manufacturer. We cannot expect per-
fect agreement between the estimated values since the pre-
cise position of the spheres is unknown, phantom objects are all
slightly different and measurement techniques are all imperfect:
for example MRE parametric maps are usually less noisy
than US-E maps but have a lower spatial resolution.

C. Green’s and FEM Versus RF SWPMS on Homogeneous
Phantoms

We illustrate in Fig. 11 the visual correspondence achieved
for the homogeneous phantoms between the SWPMs from the
Fibroscan TE recordings and the Green’s analytical predictions
using the ML estimates and . The SWPMs recorded
with the Fibroscan TE system show two types of artefacts: a
deformation of the wave near the surface, due to coupling of
compression and shear waves, and rebounds generated at the
bottom of the phantom objects. We clearly observe that, as the
elasticity of the medium increases (i.e., as increases), the am-
plitude and the spatial extent of the rebounds increase, leading
to potentially inaccurate estimations of using the TOF graph-
ical method. The analytical SWPMs look remarkably similar to
the Fibroscan TE recordings, replicating correctly the extent of
the coupling zone (which increases with ) as well as the atten-
uation of the shear wave intensity in depth. The main difference
is the absence of rebounds. Indeed, rebounded waves are not
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Fig. 11. SWPMs of displacements from Green’s estimates and the recordings
from the Fibroscan TE system for the three homogeneous CIRS phantoms (one
per line) with CIRS m/s. For each line: (left column)
Fibroscan TE recordings and (right column) analytical Green’s-based SWPMs
using the ML estimates and . Average values of are reported for
each phantom.

found on the synthetical SWPMs since the medium is assumed
infinite.
The ML computational pipeline, with its corrected Green’s

model, is therefore overall in good agreement with the observa-
tions from the Fibroscan TE system for homogeneous mediums.
In addition, we report in Fig. 12 the FEM-simulated SWPMs

for the three homogeneous phantoms using the CIRS values
and the ML values. Comparing the Fibroscan TE record-
ings and the 3-D FEM simulations, we see that the FEM simula-
tions are able to replicate quite fairly the presence or absence of
rebounds as well as the general shape (including the coupling
zone) and slope of the shear wave propagating in the homo-
geneous medium. Results on the top line (with the lowest
value) clearly show that the provided CIRS value is less accu-
rate than our ML estimation for the simulation of the Fibroscan
recordings. Detailed numerical comparisons of these SWPMs is
left for future work.
Regarding the systematic offset (1–5 ms) observed on the

temporal onsets of the displacements when compared to
and post-corrected with the estimated , this phenomenon was
previously reported for the semi-infinite geometry on phantom-
based experiments in Sandrin et al. [11], but no specific expla-
nation was provided. Given that the value of this offset depends
on the experimental setup, we can make the hypothesis that it
could be due to the simplistic baffled conditions used to derive
the Green’s functions that do not represent well the influence
of the interface membrane on the waves that are actually trans-
mitted in the FEM and in vitro experiments. An experimental

Fig. 12. FEM-simulated SWPMs of displacements for the three homo-
geneous CIRS phantoms (one per line) using: (left) the CIRS values

m/s and (right) the ML estimated values
m/s.

setup using a truly baffled piston could be implemented to test
this hypothesis.

V. CONCLUSION

We introduced in this work a novel ML framework for the
estimation of the shear wave speed on 1-D RF lines acquired
with the transient elastography framework used by TE systems.
The proposed ML estimator exploits an analytical approxi-

mation of the displacements induced in the medium provided
by the Green’s functions previously derived for the geometry
of a semi-infinite medium hit by a circular piston. Our method-
ological developments exploit a numerical simulation toolbox,
using FEM. This toolbox was previously validated to accurately
simulate TE acquisitions, and was used in this work to analyze
the capacity of the Green’s functions to match TE displacement
measures. Our developments reveal that the Green’s approxi-
mations can be exploited to analyze displacements simulated or
recorded on real RF lines, at the condition of introducing aux-
iliary variables in the ML formulation to account for temporal
delays and depth-dependent attenuation. These auxiliary vari-
ables are jointly estimated, along with the shear wave speed ,
via the maximization of an original ML criterion.
Finally, a correction of the ML estimate of in semi-infinite

mediums is required, which we formulate as a quadratic func-
tion whose coefficients depend on the stress configuration.
Our method was validated on FEM simulations and TE ac-

quisitions made on three homogeneous phantoms with different
elasticities and on a heterogenous phantom. In all cases, esti-
mated shear wave speed values were close to the ground-truth
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values. The reported errors and variability of the measures are
in agreement with results found in the literature.
Overall, the proposed ML estimation framework enables the

following improvements over the current TOF algorithm used
by most TE systems to estimate the shear wave speed : 1)
ability to compute localized estimates of in heterogeneous
mediums; 2) estimations of shear wave speeds that are invariant
with respect to the depth of the acquisitions; 3) robustness of
the shear wave speed estimates to physical effects such as wave
rebounds; 4) ability to compute shear wave speed estimates in
high elasticity mediums (i.e., with m/s) that the TOF
technique cannot handle robustly; 5) ability to compute shear
wave speed on thin layers.

APPENDIX
DERIVATION OF THE ML CRITERION

The ML function to minimize in (6) is written as

(9)

We first obtain the ML value of analytically, by setting to 0
the derivative

(10)

(11)

Then, inserting in the function we get

(12)

Since the first term does not depend on the parameters ,
minimizing the function is equivalent to maxi-
mizing the second term on the right in (12), which is positive.
We end up with the following maximization criterion:

(13)

leading to theML function and criterion of (7). We point out that
the criterion in (13) can be modified by multiplying the denom-
inator by terms in without changing the maximization
problem, which leads to rewritting it as the maximization of the
correlation between and

(14)
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